Ethics 


Chapter 1: The responsibility of engineers
Paragraph 1.2 Responsibility

Responsibility: Being held accountable for your actions and for the effects of your actions. Linked to the role you have in a certain situation.
Role responsibility: The responsibility that is based on the role one has or plays in a certain situation.

Moral responsibility: Responsibility that is based on moral obligations, moral norms or moral duties, which extend beyond roles.
Professional responsibility: The responsibility that is based on one’s role as professional in as far it stays within the limits of what is morally allowed. [Passive and active]
Paragraph 1.3 Passive responsibility
Passive Responsibility: Backward-looking responsibility, relevant after something undesirable occurred; specific forms are accountability, blameworthiness, and liability.
Accountability: Backward-looking responsibility in the sense of being held to account for, or justify one’s actions towards others.
Blame-worthiness: Backward-looking responsibility in the sense of being a proper target of blame for one’s actions or the consequences of one’s actions. 
In order for someone to be blameworthy, usually the following conditions need to apply: wrong-doing, causal contribution, foreseeability, and freedom.
· Wrong-doing: Whenever one blames a person or institution one usually maintains that in carrying out a certain action the individual or the institution in question has violated a norm or did something wrong. We determine this by looking at moral beliefs, ethical theories and codes of conduct.
· Causal contribution: The person(s) who is(/are) held responsible must have made a causal contribution to the consequences for which he or she is held responsible
To keep in mind:
1) not only an action, but also a failure to act may often be considered a causal contribution.
 2) often, a range of causal contributions will have to be present for the consequence to occur.
· Foreseeability: A person who is held responsible for something must have been able to know the consequences of his or her actions. 

· Freedom of action: He or she must not have acted under compulsion. Individuals are either not responsible or are responsible to a lesser degree if they are, for instance, coerced to take certain decisions. 
Paragraph 1.4 Active responsibility and the ideals of Engineers
Active responsibility: Responsibility before something has happened referring to a duty or task to care for certain state-of-affairs or persons. It’s not primarily about blame but requires a certain positive attitude or character trait of dealing with matters. Mark Bovens mentions the following features of active responsibility:
· Adequate perception of threatened violations of norms;

· Consideration of the consequences;

· Autonomy, i.e. the ability to make one’s own independent moral decisions;

· Displaying conduct that is based on a verifiable and consistent code;

· Taking role obligations seriously.
Ideals: Ideas or strivings which are particularly motivating and inspiring for the person having them, and which aim at achieving an optimum or maximum.
*Professional ideals: Ideals that are closely allied to a profession or can only be aspired to by carrying out the profession. These ideals are part of professional responsibility in as far they stay within the limits of what is morally allowed. 
*Technological enthusiasm: The ideal of wanting to develop new technological possibilities and taking up technological challenges.
*Effectiveness: The extent to which an established goal is achieved.

*Efficiency: The ratio between the goal achieved and the effort required.

Paragraph 1.5 Engineers versus Managers

*Separatism: The notion that scientists and engineers should apply the technical inputs, but appropriate management and political organs should make the value decisions.

*Tripartite model: A model that maintains that engineers can only be held responsible for the design of products and not for wider social consequences or concerns. In the tripartite model three separate segments are distinguished: the segments of politicians; the segment of engineers; and the segments of users.

*“Hired Gun”: Someone who is willing to carry out any task or assignment from his employer without moral scruples.

Technocracy: Government by experts.

*Paternalism: The making of (moral) decisions for others on the assumption that one knows better what is good for them than those others themselves.

Whistle-blowing:  The disclosure of certain abuses in a company by an employee in which he or she is employed, without the consent of hi/her superiors, and in order to remedy these abuses and/or to warn the public about these abuses. Guidelines for when whistle-blowing is morally required according to business ethicist Richard De George:

1. The organization to which the would-be whistleblower belongs will, through its product or policy, do serious and considerable harm to the public (whether to users of its product, to innocent bystanders, or to the public at large).

2. The would-be whistleblower has identified that threat of harm, reported it to her immediate superior, making clear both the threat itself and the objection to it, and concluded that the superior will do nothing effective.

3. The would-be whistleblower has exhausted other internal procedures within the organization (for example, by going up the organizational ladders as far as allowed) – or at least made use of as many internal procedures as the danger to others and her own safety make reasonable.

4. The would-be whistleblower has (or has accessible) evidence that would convince a reasonable, impartial observer that her view of the threat is correct.

5. The would-be whistleblower has good reason to believe that revealing the threat will (probably) prevent the harm at reasonable cost (all things considered). (De George, 1990)
Paragraph 1.6 The Social Context of Technological Development

Actor: Any person or group that can make a decision how to act and that can act on that decision.

Users: People who use a technology and who may formulate certain whishes or requirements for the functioning of the technology.

Regulators: Organizations who formulate rules or regulations that engineering products have to meet such as rulings concerning health and safety, but also ruling linked to relations between competitors.
Interests:  Things actors strive for because they are beneficial or advantageous to them.

Stakeholders: Actors that have an interest (“a stake”) in the development of a technology.

Technology Assessment (TA): Systematic method for exploring future technology developments and assessing their potential societal consequences.

Collingridge dilemma: This dilemma refers to a double-blind problem to control the direction of technological development. On the one hand, it is often not possible to predict the consequences of new technologies already in the early phases of technological development.  On the other hand, once the (negative) consequences materialize it often has become very difficult to change the direction of technological development.
Constructive Technology Assessment (CTA): Approach to Technology Assessment (TA) in which TA-like efforts are carried out parallel to the process of technological development and are fed back to the development and design process.
Chapter 2: Codes of Conduct
Paragraph 2.2 Codes of Conduct

Codes of conduct: A code in which organizations (like companies or professional associations) lay down guidelines for responsible behavior of their members.
· Aspirational code: A code that expresses the moral values of a profession or company.

· Advisory code: A code of conduct that has the objective to help individual professionals or employees to exercise moral judgments in concrete situations on the basis of the more general values and norms of the profession or company. [most professional codes for engineers]

· Disciplinary code: A code that has the objective to achieve that the behavior of all professionals or employees meets certain values and norms.
Integrity: Living by one’s own (moral) values, norms and commitments.
Honesty: Telling what one has good reasons to believe to be true and disclosing all relevant information.
Conflict of interest: The situation in which one has an interest that can conflict with meeting one’s professional obligations to an employer or to (other) clients.
Profession: Often mentioned characteristics of a profession include:

1) use of specialized knowledge and skills;

2) a monopoly on the carrying out of the occupation;

3) assessment only possible by peers.
In addition the following two requirements are also sometimes mentioned:

4) service orientation to society;

5) ethical standards.
Professional code: Code of conduct that is formulated by a professional association. 
Professional codes for engineers provide content to the responsibility of engineers. They express the moral norms and values of the profession. Most modern professional codes relate to three domains: 
 
1) Integrity and competent professional practice
 
In a competent way implies that the practitioner must be well enough educated, must keep 
 up to date in his field and must take only work in his field of competence.  

 
With integrity and honesty we mean that the profession must be conducted in an honest,  
faithful, and truthful manner. This entails, for instance, that facts may not be manipulated   
and agreements must be honored.

2) Obligations towards clients and employers 
  
it is stipulated that engineers should serve the interests of their clients and employers and   
that they must keep secret the confidential information passed on by clients or employers.


3) Social responsibility and obligations towards the public
 
 Matters frequently referred to are: safety; health; the environment; sustainable    
development; and the welfare of the public.
Stakeholder principles:  Principles that guide the relationship between a company and its stakeholders.

Corporate codes of conduct: Formulated by companies in which engineers are employed. They are often disciplinary, their objective is to achieve that all employees act according to certain guidelines and to stimulate responsible behavior by their members. 
· Mission statement
Many corporate codes contain a mission statement that concisely formulates the strategic objectives of the company and answers the question what the organization stands for.
· Core values

They express the qualities that a company considers desirable and which ground business conduct and outcomes. They imply an appeal to the attitudes of employees but do not contain detailed rules of conduct. 
· Responsibility to stakeholders
They express responsibilities to a variety of stakeholders like consumers, employees, investors, society, the environment, competitors and suppliers.
· Norms and rules:
They contain guidelines for employees how to act in specific situations.
Corporate Social Responsibility: The responsibility of companies toward stakeholders and to society at large that extends beyond meeting the law an serving shareholders’ interests. Counterarguments by Milton Friedman:

· Money spend by a corporation on social responsibility is ultimately money of the shareholders and conflicts with their goal to maximize profits.
· Corporations are not democratically elected. When they decide what is morally allowable or desirable they are enforcing their own particular view upon others without any democratic legitimization.
Paragraph 2.3 Possibilities and limitations of Codes of Conduct

Window-dressing: Presenting a favorable impression that is not based on the actual facts. 
Uncritical loyalty: Placing the interests of the employer, as the employer defines those interests, above any other consideration.

Critical loyalty: Giving due regard to the interest of the employer, insofar as this is possible within the constraints of the employee’s personal and professional ethics.

Vagueness and potential contradictions
· 1) Codes of conduct are a form of self-regulation. Sometimes, they are primarily formulated for reasons of self-interest, for example to improve one’s image to the outside world, to avoid government regulation or to silence dissident voices.
· 2) Depending on the exact interpretation of such concepts and rules, codes of conduct sometimes result in contradictory recommendations about what to do in a specific situation, e.g. loyalty.
· Inconsistencies, e.g. whistle-blowing; conflicting codes of loyalty and protecting the public.
*Confidentiality duties: Duties on employees to keep silent certain information.
*External auditing: Assessing of a company in terms of its code of conduct by an external organization.
Protection of Whistle Blowers
In several countries, mainly in the US and UK, attempts have been undertaken to protect whistle blowers legally. 
· The Sarbanes-Oxley Act (US, 2002) requires companies to adopt policies for internal whistle blowing with respect to accounting and auditing. Other violations within codes of conduct can be covered too. Prior only the public sector was covered, or more specific areas like safety and environment. 
· The Public Disclosure Act (UK, 1998) protects both internal and external whistle blowers from retaliation, but does not have provisions with respect to whistle blowing policies of companies.

· The Combined Code on Governance (UK, 2003), issued by the Financial Services Authority, encourages the institutionalization of whistle blowing policies by companies. Corporations should follow this code or explain why they did not.

Paragraph 2.4 Codes of Conduct in an International context

*Global code of conduct: A code of conduct that is believed to apply worldwide. Most of the time focusing on social conditions and the environment. The main challenge of a global code for engineers is to create consistency in spite of cultural differences. 
*Professional autonomy: The ideal that individual professionals achieve themselves moral conclusions by reasoning clearly and carefully.
Ethical principles for Engineers in a Global Environment
· Public Safety
· Human Rights
· Environment and Animal Preservation
· Engineering Competence
· Scientifically Founded Judgment
· Openness and Honesty
Chapter 3: Normative ethics

Paragraph 3.2 Ethics and Morality

Ethics: The systematic reflection on morality.
Morality: The totality of opinions, decisions, and actions with which people express, individually or collectively, what they think is good or right.
Descriptive ethics: The branch of ethics that describes existing morality, including customs and habits, opinions about good and evil, responsible and irresponsible behavior, and acceptable and unacceptable action.
Normative ethics: The branch of ethics that judges morality and tries to formulate normative recommendations about how to act or live.
Paragraph 3.3 Descriptive and normative ethics

Descriptive judgment: A judgment that describes what is actually the case (the present), what was the case (the past), or what will be the case (the future).
Normative judgment: (Value) Judgment about whether something is good or bad, desirable or undesirable, right or wrong. They often refer to how the world should be instead of how it is. Such kinds of value judgments often refer to moral norms and values.
Paragraph 3.4 Points of Departure: Values, Norms, and Virtues
Values: Lasting convictions or matters that people feel should be strived for in general and not just for themselves to be able to lead a good life or to realize a just society.
Intrinsic value: Value in and of itself.
Instrumental value: Something that is valuable in as far as it is a means to, or contributes to something else that is intrinsically good or valuable.
Norms: Rules that prescribe what concrete actions are required, permitted or forbidden. These are rules and agreements about how people are supposed to treat each other. 
 
Difference between values and norms:
Values are abstract or global ideas or objectives that are strived for through certain types of behavior; it is what people eventually wish to achieve and often need norms to do so. Norms, however, are the means to realize values. They are concrete, specific rules that limit action, ineffective without values.
Virtues: A certain type of human characteristics or qualities.
1. They are desired characteristics and they express a value that is worth striving for.

2. They are expressed in action.

3. They are lasting and permanent – they from a lasting structural foundation for action.

4. They are always present, but are only used when necessary.

5. They can be influenced by the individual. (MacIntryre, 1984a)

Moral values help us determine which goals or states of affairs are worth striving for in life, to lead a good life or to realize a just society.

Moral norms are rules that prescribe what action is required, permitted, or forbidden.

Moral virtues are character traits that make someone a good person or that allow people to lead good lives.
Paragraph 3.5 Relativism and Absolutism
*Normative relativism: An ethical theory that argues that all moral points of view – all values, norms and virtues – are equally valid. Problems are: Deadlock in discussions, extreme cases of relativism (e.g. allowing torturing in specific cultures), inherent contradiction that everyone should respect each other’s moral opinion.
*Universalism: An ethical theory that states that there is a system of norms and values that is universally applicable to every, independent of time, place, or culture.

*Absolutism: A rigid form of universalism in which no exceptions to rules are possible.
Paragraph 3.6 Ethical theories
Three ethical theories:
Consequentialism;
values/consequences; 
Utilitarianism; 
Jeremy Bentham/John Stuart Mill
Deontology; 

norms/action; 

Duty Ethics; 
Kant
Virtue ethics; 

virtues/actor; 

Virtue Ethics;
Aristotle

Paragraph 3.7 Utilitarianism
Utilitarianism: A type of consequentialism based on the utility principle. In utilitarianism, actions are judged by the amount of pleasure and pain they bring about. The action that brings the greatest happiness for the greatest number should be chosen. (Mill considered the qualities of pleasure too.)
Hedonism: The idea that pleasure is the only thing that is good in itself and to which all other things are instrumental.
Utility principle: The principle that one should choose those actions that result in the greatest happiness for the greatest number.

Moral balance sheet: A balance sheet in which the costs and benefits (pleasures and pains) for each possible action are weighed against each other. Bentham proposed the drawing up of such balance sheets to determine the utility of actions. Cost-benefit analysis is a more modern variety of such balance sheets. (Criteria: intensity, duration, certainty, proximity, extent, follow up pains/pleasures.)
Freedom principle: The moral principle that everyone is free to strive for his/her own pleasure, as long as they do not deny or hinder the pleasure of others. (John Stuart Mill, 1806-1873)
No harm principle: The principle that one is free to do what one wishes, as long as no harm is done to others. Also known as the freedom principle.
Marginal utility: The additional utility that is generated by an increase in a good or service (income for example).

Distributive justice: The value of having a just distribution of certain important goods, like income, happiness, and career.
Criticism:

· The consequences cannot be foreseen objectively and often are unpredictable, unknown, or uncertain. 
· The problem of distributive justice can lead to an unjust division of costs and benefits. 
· It ignores the personal relationships between people. In the hedonistic balance of Bentham each individual counts as an anonymous unit. Who receives the pleasure is irrelevant; it is only to total amount of pleasure that counts. 

· Certain actions are morally acceptable even though they do not create pleasure and some actions that maximize pleasure are morally unacceptable. 
Act utilitarianism: The traditional approach to utilitarianism in which the rightness of actions is judged by the (expected) consequences of those actions.
Rule utilitarianism: A variant of utilitarianism that judges actions by judging the consequences of the rules on which these actions are based. These rules should maximize utility (looks like duty ethics).

Note: The principle of utility is not the same as the utility principle. The first simply describes the amount of “pleasure”, the second is a decision rule (pick most “pleasure” for most).

Paragraph 3.8 Kantian Theory

A core notion in Kantian ethics is autonomy. In Kant’s opinion man himself should be able to determine what is morally correct through reasoning. This should be possible independent of external norms, such as religious norms. The idea behind this is that we should place a moral norm upon ourselves and should obey it: it is our duty. We should obey this norm out of a sense of duty – out of respect for the moral norm.
It is only then that we are acting with good will. According to Kant, we can speak of good will if our actions are led by the moral norm. Thus, the notion of good will is different from having good intentions.
Categorical norm: Norm/rule applicable to everyone.

Hypothetical norm: A condition norm, that is, a norm which only applies under certain circumstances, usually of the form “If you want X do Y.”
Categorical imperative = A universal principle of the form “Do A” which is the foundation of all moral judgments in Kant’s view. An imperative is a prescribed action or an obligatory rule.
Universality principle: First formulation of the categorical imperative: Act only on that maxim which you can at the same time will that it should become a universal law.

Maxim: A practical principle or proposition that prescribes some action. Usually in the form of “I do X so that Y.”
Equality postulate: The prescription to treat persons as equals, that is, with equal concern and respect.

Reciprocity principle: Second formulation of the categorical imperative: Act to treat humanity, whether in your own person or in that of any other, in every case as an end, never as a means only. 
Criticism:
- In Kant’s theory there is no such thing as bending a rule. Kant does not allow for any exceptions in his theory. (Willam David Ross, 1930)
Prima facie norms: Prima Facie norms are the applicable norms, unless they are overruled by other more important (self-evident) norms that become evident when we take everything into consideration.

· Duty ethics often elicits the objection that a rigid adherence to moral rules can make people blind to the potentially very negative consequences of their actions.
Moral autonomy: The view that a person himself or herself should (be able to) determine what is morally right through reasoning.

Paragraph 3.9 Virtue ethics

Virtue ethics: An ethical theory that focuses on the nature of the acting person. This theory indicates which good or desirable characteristics people should have or develop to be moral.
The good life: The highest good or eudaimonia: a state of being in which one realizes one’s uniquely human potential. According to Aristotle, the good life is the final goal of human action. (This does not immediately mean the greatest state of happiness!)
Each moral virtue (also referred to as a character virtue by Aristotle) holds a position of equilibrium according to Aristotle. A moral virtue is the middle course between two extremes of evil; courage is balanced between cowardice and recklessness for example, generosity between stinginess and being a spendthrift, and pride between subservience and arrogance. This is an expression of an old Greek notion: there is a certain ratio that is essential to humans that must be kept in balance and should not lean to the left or right if one wishes. Virtues can be taught.
Practical wisdom: The intellectual virtue that enables one to make the right choice for action. It consists of the ability to choose the right mean (golden mean) between two vices. According to Aristotle, a wise man can see what he has to do in the specific and often complex circumstances of life. 
Criticism:

· Virtue ethics is not essentially different from duty ethics, because each virtue is accompanied by a moral rule for action and there is a virtue for each moral rule. 
· It is hard to check if someone acted with proper intentions. So, virtue ethics does not give concrete clues about how to act while solving a case, in contrast with utilitarianism and Kantian ethics. 
· Can we simply declare a moral virtue to be good in itself without any reservation, (e.g. a murderer with determination). 
Virtues for Morally Responsible Engineers
· Expertise/professionalism;

· Clear and informative communication;

· Cooperation;

· Willingness to make compromises;

· Objectivity;

· Being open to criticism;

· Stamina;

· Creativity;

· Striving for quality;

· Having an eye for detail;

· Being in the habit of reporting on your work carefully. (Pritchard, 2001)
Paragraph 3.10 Care Ethics

Care ethics: An ethical theory that emphasizes the importance of relationships, and which holds that the development of morals does not come about by learning general moral principles.

In care ethics the connectedness of people is key; the mutual responsibility and care for each other. People are connected to each other and through this connection there is attention for your fellow human being. People feel responsible for each other. (Some things in common with virtue ethics ( aiming to achieve the good life.)

Criticism:
Care ethics is more focused on the attitude of the person who can provide care than on indications for ways to solve a concrete moral problem. Aside from this the definition of “care” can be philosophically vague.

Chapter 5 The ethical cycle
Ill-structured problem: A problem that has no definitive formulation of the problem, may embody inconsistent problem formulations, and can only be defined during the process of solving the problem.
Difficulties:
- In identifying a moral problem one needs a conception of what morality and ethics are. Such a conception is partly theory-dependent as different ethical theories emphasize different parts of reality as morally relevant. 
- The different ethical theories are not only relevant in identifying and formulating moral problems but also in judging them. 
Ethical cycle: A tool in structuring and improving moral decisions by making a systematic and thorough analysis of the moral problem, which helps to come to a moral judgment and to justify the final decision in moral terms.
Moral problem: Problem in which two or more positive moral values or norms cannot be fully realized at the same time.
Moral dilemmas: A moral problem with the crucial feature that the agent has only two (or a limited number of) options for action and that whatever he chooses he will commit a moral wrong.
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A good moral question meets three conditions: 
1) it must clearly state what the problem is; 
2) it must state who has to act; 
3) the moral nature of the problem needs to be articulated. 
Important elements of problem analysis:
1) the stakeholders and their interests
2) the moral values that are relevant in the situation
3) the relevant facts.

Stakeholders: The people who can influence the options for action being chosen and the eventual consequences of this action as well for the people suffering or profiting from those consequences.
(Actors that have an interest (“a stake”) in the development of a technology.)
Options for action:
Black-and-white-strategy: A strategy for action in which only two options for actions are considered: doing the action or not.
Strategy of cooperation: The action strategy that is directed at finding alternatives that can help to solve a moral problem by consulting other stakeholders.
Whistle-blowing: Speaking to the media or the public on an undesirable situation against the desire of the employer.

Ethical evaluation:
Intuitivist framework: The ethical framework in which options for action are evaluated on basis of one’s view about what is intuitively most acceptable and that formulates arguments for this  statement.
Common sense method: The method that weighs the available options for actions in the light of the relevant values.
Reflection:
Wide reflective equilibrium: Approach that aims at making coherent three types of moral beliefs:

1) considered moral judgments; 
2) moral principles; 
3) background theories. 
Also the resulting coherent set of moral beliefs is often called a wide reflective equilibrium.
Paragraph 5.5 Collective Moral Deliberation and Social Arrangements

Moral deliberation: An extensive and careful consideration or discussion of moral arguments and reasons for and against certain actions.
Overlapping consensus: An agreement on the level of moral judgments, while there may be disagreement on the level of moral principles and background theories. Each of the participants should be able to justify the overlapping consensus in terms of his own wide reflective equilibrium.
Difference between compromise:
An overlapping consensus requires that each of the discussants can justify the overlapping consensus in terms of his or her own reflective equilibrium. In case of a compromise, you sometimes accept an outcome because you think it is the best you can get given the preferences of the others involved.



Chapter 7: Designing Morality

Paragraph 7.3 Technological Mediation

Technological mediation: The phenomenon that when technologies fulfill their functions, they also help to shape the actions and perceptions of their users (e.g. glasses or ultrasound).
Mediation of perception: The influence of artifacts on human perception, that is, the sensory relationship with reality (e.g. glasses).
Structure of amplification and reduction: The fact that mediating technologies amplify specific aspects of (the perception of) reality while reducing other aspects.
Multistability: The phenomenon that a technology can have several ‘stabilities’, depending on the way it is embedded in a use context (e.g. telephone to assist the blind as well as communication).
Mediation of action: The influence of artifacts on human action (e.g. speed ramp).
Script: A prescription how to act that is built (designed) into an artifact.
Invitation-inhibition structure: The fact that mediating technology invited specific actions, while other actions are inhibited.
The concept of multistability also applies within the context of the mediation of action. 
Paragraph 7.4  Moralizing Technology

Moralization of technology: The deliberate development of technologies in order to shape moral action and decision-making. (Hans Achterhuis, 1995)

Criticism:

· Technological artifacts are unable to make moral decisions.
· Technology-induced human behavior does not have a moral character.
· Autonomy was thought to be attacked when human actions are explicitly and consciously steered with the help of technology. If human beings are not acting autonomously, their actions cannot be called “moral”. (Kant)
· The former can create a form of moral laziness which is fatal to the moral abilities of citizens.

· His plea for developing behavior-steering technology was considered an implicit propagation of technocracy. When moral issues are solved by the technological activities of designers instead of democratic activities of politicians, these critics hold, not humans but technology will be in control.
Paragraph 7.5 Designing Mediations

Human actions and interpretations informing moral decisions:
1) the human being performing the action or making the moral decision (in interaction with the technology), but also appropriating the technological artifact in a specific way; 
2) the artifact mediating these actions and decisions, sometimes in unforeseen ways; 
3) the designer who gives a specific shape to the artifact used, and thus helps to shape the eventual mediating role of the artifact. 
Anticipating mediation by imagination: Trying to imagine the ways technology-in-design could be used. This insight is then used to deliberately shape user operations and interpretations. When a CTA design methodology is followed, not only designers determine what a technology will look like, but all relevant social actors. 

Chapter 8: Ethical Aspect of Technical Risks

Paragraph 8.2 Definitions of Central Terms
Hazard: Possible damage or otherwise undesirable effect. 
Risk: A risk is a specification of a hazard. The most often used definition of risk is the product of the probability of an undesirable event and the effect of that event. Other definitions: -The probability of an undesirable event taking place. -The maximum negative effect of an undesirable event.
Safety: The condition that refers to a situation in which the risks have been reduced as far as reasonably feasible and desirable.
Acceptable risk: A risk that is morally acceptable. The following considerations are relevant for deciding whether a risk is morally acceptable: 
(1) the degree of informed consent with the risk; 
(2) the degree to which the benefits of a risky activity weigh up against the disadvantages and risks; (3) the availability of alternatives with a lower risk;
(4) the degree to which risks and advantages are justly distributed.
Uncertainty: A lack of knowledge. Refers to situations in which we know the type of consequences, but cannot meaningfully attribute probabilities to the occurrence of such consequences. 
Ignorance: Lack of knowledge. Refers to the situation in which we do not know what we do not know. 
Ambiguity: Refers to the fact that different interpretations or meanings may be given to the measurement, characterization, aggregation, and evaluation of hazards. The International Risk Governance Council (IRGC) distinguishes between interpretive ambiguity – referring to different interpretations of scientific data and normative ambiguity – referring to disagreement about the relevant (moral) values and their relative importance.


Paragraph 8.3 The Engineer’s Responsibility for Safety
The law and codes of conduct are not sufficient a moral argument to establish that engineers are responsible for safety. 

Consequentialism states that engineers must strive for good consequences: safe products definitely fall into that category. The desirability to design safe products is sometimes described as “do no harm”. 

In duty ethics the notion “you should not harm anyone” can be seen as a general norm. This can be defended via the universality principle of Kant. 
In virtue ethics, care for the users or for people who suffer the consequences of your design, is an important virtue. Striving for safe products, therefore, is an important virtue.
Strategies for ensuring safe products:
1. Inherently safe design: avoid hazards instead of coping with them.
2. Safety factors: constructions are usually made stronger than the load they probably have to bear. Adding a safety factor to the expected load or maximum load is an explicit way of doing this.
3. Negative feedback: For cases that a device fails or an operator loses control, a negative feedback mechanism can be built in that causes the device to shutdown.
4. Multiple independent safety barriers: A chain of safety barriers can be designed that operate independently so that if the first fails the others still help to prevent or minimize the effects. 
Redundant Design: The build in of one or more back-ups for (parts of) the system.
Paragraph 8.4 Risk Assessment

*Risk assessment: A systematic investigation in which the risks of a technology of an activity are mapped and expressed quantitatively in a certain risk measure.
Consists of four steps:

1) Release assessment;
*Releases: Any physical effects that can lead to harm and that originate in a technical installation.
· Incidental releases: Usually unintended and are due to, for example, an explosion in a chemical plant or an accident with a nuclear power plant. Such releases can often cause immediate and major harm. 

· Continuous releases: Often anticipated and may be accepted as side-effects of, for example production processes.
*Failure mode: Series of events that may lead to the failure of an installation.
If statistical data are absent event trees and fault trees are often used to calculate the probability of an accident. 
*Event tree: Tree of events in which one starts with a certain event and considers what events will follow.
*Fault tree: Tree of events in which we move backwards from an unwanted event (a fault) to the events that could lead to the undesirable event.

2) Exposure assessment;
In this step the aim is to predict the exposure of vulnerable subjects like human beings to certain releases. It usually describes what vulnerable subjects are exposed to a certain release, through what mechanisms and the intensity, frequency, and duration of the exposure.

3) Consequence assessment;
This step focuses on determining the relationship between exposure and harmful consequences. 
*Animal tests: Tests for determining dose-response relationships by exposing animals to various dosages and assessing their response.
*Epidemiological research: Research in which population data is used to find out what the relationship is between the occurrence of certain diseases or certain mental deviations and certain factors that may cause these deviations.
*Models for dose-response relationships: Models that presuppose or predict a certain relationship between dose and response.

4) Risk estimation.
Here, the risk is determined and presented using the results obtained earlier. In this step we determine in what measure the risk is expressed.  This can be in fatalities per time unit or estimated reduction of lifespan.

*Type I error: The mistake of assuming that a scientific statement is true while it actually is false. Applied to risk assessment: The mistake that one assumes a risk when there is actually no risk. 
*Type II error: The mistake of assuming that a scientific statement is false while it actually is true. Applied to risk assessment: The mistake that one assumes that there is no risk while there actually is a risk.
Paragraph 8.5 When are Risks acceptable?

Four ethical considerations:
1 the degree of informed consent with the risk;
2 the degree to which the benefits of a risky activity weigh up against the disadvantages and risks;
3 the availability of alternatives with a lower risk;
4 the degree to which risks and advantages are justly distributed.
Informed consent: Principle that states that activities (experiments, risks) are acceptable if people have freely consented to them after being fully informed about the (potential) risks and benefits of these activities (experiments, risks).
Two ideas about how to apply this in technology:
1) Allow this to occur through the economic market;
2) by asking everybody who is potentially suffering from a risk for his or her consent. 
More generally we could argue that risky activities and thus the risks that are linked to these activities are acceptable if the benefits of the activities outweigh the costs. These ideas are in agreement with consequentialism of which utilitarianism is a specific type.

Risk-cost-benefit analysis (Utilitarian): This is a variant of regular cost-benefit analysis. The social costs for risk reduction are weighed against the social benefits offered by risk reduction, so achieving an optimal level of risk in which the social benefits are highest. Objections:
1) Such an analysis may commit the fallacy of pricing: it is not always possible to express all the relevant costs, benefits, and risks in money in a comparable fashion.
2) Little attention is paid to informed consent and to the just distribution of costs and benefits, although these are important ethical considerations too. 

Best available technology: As an approach to acceptable risk , best available technology refers to an approach that does not prescribe a specific technology but uses the best available technological alternative as yardstick for what is acceptable.
Standardization of risks (Kantian): Standardization of risks means setting the same maximum permissible risk for everybody in principle. Standards treat everybody equally, which does not mean that everyone runs the same risk. Objections:

1)  Little account is given to the pros and cons of risky activities. E.g. there can be high costs meeting the standards for one technology, while there are low costs advancing a technology that already meets these standards, what leads to lower total risk against costs.
2)  is paternalistic, people do not get to choose which risks they find acceptable.
Personal risks: Risks that only affect an individual and not a collective, which they can prevent individually.

Collective risks: Risks that affect a collective of people and not just individuals, like the risks of flooding.

Paragraph 8.6 Risk Communication

*Risk communicators: Specialists that inform, or advise how to inform, the public about risks and hazards.

*Viewed from Duty ethics:
- Risk communication must be honest (do not lie and always tell the complete truth). 
- It must respect the freedom of choice and autonomy of people and hence not be paternalistic.
- The principle of informed consent is of importance too. It implies that you must not try to convince people but only inform them. 

*Viewed from Consequentialism:
Risk communication is judged by means of the goodness of the consequences. Attempts to convince people by means of risk communication or withholding certain information can be morally right if it results in good consequences.
Paragraph 8.7 Dealing with Uncertainty and Ignorance
Precautionary principle: Principle that prescribes how to deal with threats that are uncertain and/or cannot be scientifically established. In its most general form the precautionary principle has the following general format: If there is (1) a threat, which is (2) uncertain, then (3) some kind of action (4) is mandatory. 
This definition has four dimensions: 
(1) the threat dimension; 
(2) the uncertainty dimension;
(3) the action dimension; 
(4) the prescription dimension.
Societal experiments: We speak of the introduction of new technology in society as a societal experiment if the (final) testing of possible hazards and risks of a technology and its functioning take place by the actual implementation of a technology in society.
Hypothetical consent: Hypothetical consent refers to a form of informed consent in which people do not actually consent to something but are hypothetically supposed to consent if certain conditions are met, for example that it would be rational for them to consent or in their own interest.
Chapter 9: The Distribution of Responsibility in Engineering
Paragraph 9.2 The problem of Many Hands
Collective responsibility: The responsibility of a collective of people.

Problem of many hands: The occurrence of the situation in which the collective can reasonably be held morally responsible for an outcome, while none of the individuals can e reasonably held responsible for that outcome.

Distribution of responsibility: The ascription or apportioning of (individual)) responsibilities to various actors.

Moral fairness requirement: The requirement that a distribution of responsibility should be fair (just). In case of passive responsibility, this can be interpreted as that a person should only be held responsible if that person can be reasonably held responsible according the following conditions: wrong-doing; causal contribution; foreseeability; and freedom of action. In terms of active responsibility it can be interpreted as implying that persons should only be allocated responsibilities that they can live by.

Effectiveness requirement: The moral requirement that states that responsibility should be so distributed that the distribution has the best consequences, that is, is effective in preventing harm (and in achieving positive consequences).

Paragraph 9.3 Responsibility and the law

Liability: Legal responsibility: backward-looking responsibility according to the law. Usually related to the obligation to pay a fine or repair or repay damages.

Moral responsibility

· Moral blameworthiness based on conditions of wrong-doing, causality, freedom and foreseeability.
· Can be established more informally; you can also consider whether you are yourself responsible.

· Not necessarily connected to punishment or compensation.

· Backward-looking and forward-looking.

Legal liability

· Based on conditions formulated in the law.

· Established in well-regulated procedure in court; juridical proof of conditions required.

· Usually implies the obligation to pay a fine or repay damages.

· Backward-looking

Regulation: A legal tool that can forbid the development, production. Or use of certain technological products, but more often it formulates a set of the boundary conditions for the design, production, and the use of technologies.

Negligence: Not living by certain duties. Negligence is often a main condition for legal liability. In order to show negligence for the law, usually proof must be given of a duty owed, a breach of that duty, an injury or damage, and a causal connection between the breach and the injury or damage.

Duty of care: The legal obligation to adhere to a reasonable standard of care when performing any acts that could foreseeably harm others.

Strict liability: A form of liability that does not require the defendant to be negligent.

Product liability: Liability of manufacturers for defect in a product, without the need to proof that manufacturers acted negligently.

Development risks: In the context of product liability: Risks that could not have been foreseen given the state of scientific and technological knowledge at the time the product was put into circulation.

Corporate liability: Liability of a company (corporation) when it is treated as a legal person.

Limited liability: The principle that the liability of shareholders for the corporation’s debts and obligations is limited to the value of their shares.
Paragraph 9.4 Responsibility in Organizations

Hierarchical responsibility model: The model in which only the organization’s top level of personnel is held responsible for the actions of (people in) the organization.
Collective responsibility model: The model in which every member of a collective body is held responsible for the actions of the other members of that same collective body (and for the responsibility of the collective).

Individual responsibility model: The model in which each individual is held responsible insofar as he or she meets the conditions for individual responsibility.

Description per Case
The Challenger 1986

The space shuttle exploded shortly after launch due to a defect in the O-rings. Roger Boisjoly, an engineer at the Morton Thiokol company (the supplier of the O-rings), had aired his doubts about the reliability of the O-rings. An investigation was set up but insufficient resources to do so where given by the management board. On the day of the launch there was a telephone conference between NASA and the Morton Thiokol company, Thiokol underlined the risks of the O-rings at low temperatures but NASA claimed that the data did not provide sufficient ground to cancel the pressured launch. The Thiokol managers felt pressured due to their soon-to-be reevaluated contract and put the matter to a vote. Ignoring Boisjoly, they restated their recommendation to the launch to positive.
Google in China
The Google search website, redirected from China to US to avoid censorship, was shut down for 2 weeks by the Chinese government in 2002. When reinstated, it was very slow for all Chinese users and completely inaccessible for Chinese colleges and universities. Google, in 2006, to compete with the newly arising Baidu search-engine, set to launch a Chinese website and agreed to censor its content enforced by means of filters known as “The Great Firewall of China”. “Harmful” content included material about democracy, religious cults and antigovernment protests. Hereby Google broke its policy to provide the world with objective information, which resulted into window-dressing. On March 22, 2010 after a cyber-attack on Google’s servers they decided not to censor anymore. The Chinese government blocked access to Google’s search engine from the Mainland China on March 30, 2010.
Fort Pinto
The Ford Pinto was set on the marked in 1970 for a maximum price of $2000 with a rushed production process where styling took precedence over engineering design. The safety aspects of the design did not receive sufficient priority, and due to a lack of expertise with small cars the petrol tank was set just behind the rear axles. Collisions at as low as 35 km per hour could cause the tank to be punctured and possibly explode. An $11 change could have solved the problem by placing the petrol tank above the axles. However, because the design met the safety requirements of the government, the Pinto was taken into production without any alterations. Many accidents ensued. Ford later defended itself saying the cost of fixing the cars was more than those caused by the accidents, injuries and deaths included.
Robert Moses’ Racist Overpass
Robert Moses (1888-1981)  was a very influential and also contested urban planner of mid-twentieth century New York. He designed several overpasses over the parkways on Long Island, which were too low to accommodate busses. Only cars could pass below them and for that reason the overpass complicated access to Jones Beach Island. Only people who could afford a car – who generally were  not Afro-American – could easily access the beaches now. Normally one would not be inclined to attach any specific meaning to that fact. It turns out, however, that the bridges were deliberately designed by Robert Moses to achieve a specific (racist) social effect.
Nanoparticles
Nanoparticles are very small particles with a size in the range of 1 to 100 nanometer. Such small-scale particles often have quite different mechanical, optical, magnetic and electronic properties than the bulk material they are made of. Nanotechnology makes it therefore possible to create products with new characteristics and functions. 
Although some of the new properties of nanoparticles may prove very useful and economically important, they also imply a potential hazard because the toxicological properties of the nanoparticles may be different from that of the bulk material. The current knowledge of potential hazards of synthetic non-biodegradable nanoparticles is, however, limited. Two philosophers have therefore proposed a more precise formulation of the precautionary principle:
If an action A poses a credible threat P of causing some serious harm E, then apply an appropriate remedy R to reduce the possibility of E. (Weckert and Moor, 2007)

P causing harm E is here the threat component (1), “credibly” refers to the uncertainty component (2), remedy R is the action component (3) and “apply” refers to the prescription component (4).   The Health Council of the Netherlands concluded in 2006 that the toxicological properties of such particles should be properly investigated before being brought onto the market on a large scale.
Herald of Free Enterprise

On Mach 6, 1987 the roll-on/roll-off passenger and freight ferry the Herald of Free Enterprise capsized just outside the Zeebrugge harbor. The main cause of the disaster was that the inner and outer bow doors were left open, this was often done to let all car exhaust fumes escape to prevent people from feeling unwell. Of all aboard, 383 people were saved, four were registered missing and 189 bodies were recovered.

It was the job of the assistant boatswain to close the doors, but he had fallen asleep. The first officer was to check whether the doors had indeed been closed and should report to the captain. However, the first offices was also expected to assist the captain on the bridge when setting sail. The absence of warning lights made it impossible to see from the bridge whether the bow doors were closed. Human error preceded the disaster, but it was the design that contributed to the occurrence of the disaster in the first place. The disaster could have been prevent by multiple technical solutions. These, however, increased cost and travel time which the company did not want in their current sharp competition.

Eventually the assistant boatswain, first officer and captain as well as the shipping company were accused. Due to insufficient evidence the defendants were all acquitted.
This case illustrates a number of issues with respect to responsibility. First we have the problem of many hand, being unable to pinpoint responsibility due to the amount of people involved, that is. Second, the difference between moral responsibility and legal liability. Third, the case raises questions about how to best organize responsibility to prevent future disasters.

LeMessurier, Citicorp

William LeMessurier designed the Citicorp Center in Manhattan, which was built in 1977. Due to the high cost of welding, bolts were used instead, without informing LeMessurier. This was technically correct at first because it me the safety requirements. This changed a month later, in 1978, he received a telephone call from a student whose professor had informed him the construction was dangerous. 
Because LeMessurier took the remarks of the student and the professor seriously, and took tests beyond the regular ones. He came to the conclusion that a 16-year storm (one that passes every 16 years) could possible rip loose one of the connections and the whole building would collapse. He knew how to solve this problem however. 
Immediately LeMessurier started to inform everyone. All parties (against all expectations) were highly cooperative and the corrections advised were carried out. The media naturally got involved too, which could’ve made quite a story. After the news was published the building was to be altered to withstand more powerful storms, however, it received no further attention because the press happened to go on strike.
Autopilot in aviation

An example of responsibility distribution by technological design is the automatic pilot in an airplane. The automatic pilot takes over a number of actions form the pilots and consequently also takes over parts of their task. Design decisions about which tasks to allocate to the automatic pilot and which to human pilots are usually mad with an eye to effectiveness in terms of safety and costs. 
However, if the automatic pilot can only be turned off during take-off and landing, the human pilots no longer have the freedom to correct the plane in case of a calamity during flight and can no longer be held responsible for if such a calamity results in a disaster because freedom to act is one of the conditions for responsibility. The designer or automatic pilot, however, can sometimes also not be held responsible and the problem of many hands can occur.
V-chip

The V-chip is an electronic device that can be built in to televisions to block television programs that are violent or otherwise unsuitable to children (FCC 2009). The V-chip can be set at a specific threshold rating, the V-chip then blocks all programs above that rating.
In the first situation the parents decided what programs the children could watch, presumably by turning off the TV. 
In the second situation the programs have gotten a rating which helps the parents decide. The judging of programs has been partly taken over by other, namely, those who are applying the ratings. 

In the third situation the role of the parents has further diminished. If they choose to use the V-chip, they only set the rating they find acceptable for their children. Note, however, that in doing so they presume – at least tacitly – not only that the rating system is applied properly but also that the rating scheme coincides with their own norms and values.
